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Abstract: Many modern research areas face the challenge of meshing level
sets of sampled scalar functions. While many algorithms focus on ensuring
geometric qualities of the output mesh, recent attention has been paid to
building topologically accurate Delaunay conforming meshes of any level set
from such volumetric data.

In this paper, we present an algorithm which constructs a surface mesh
homeomorphic to the true level set of the sampled scalar function. The pre-
sented algorithm also produces a tetrahedral volumetric mesh of good quality,
both interior and exterior to the level set. The meshing scheme presented sub-
stantially improves over the existing algorithms in terms of efficiency. Finally,
we show that when the unknown sampled scalar function, for which the level
set is to be meshed, is approximated by a specific class of interpolant, the
algorithm can be simplified by taking into account the nature of the inter-
polation scheme so as to circumvent some of the critical computations which
tend to produce numerical instability.

1 Problem and Motivation

A wide variety of science and engineering applications rely on accurate level set
triangulation. This is especially true for multiscale models in biology, such as
macromolecular structures extracted from reconstructed single particle cryo-
EM (Electron Microscopy), cell-processes and cell-organelles extracted from
TEM (Tomographic Electron Microscopy), and even trabecular bone models
extracted from SR-CT (Synchrotron Radiation Micro-Computed Tomogra-
phy) imaging. Computational analysis of these models for estimation of nano,
micro, or mesoscopic structural properties depends on the mesh representation
of the contour components respecting their topological features.
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Fig. 1. Various stages of our algorithm. (a) A rectilinear grid with sample values of
an unknown function at the grid points. Within cells, the function is approximated
with a trilinear interpolant. For the purpose of visualization only, we collect a set
of points (green) on the surface and display them. A narrow region of the surface
is magnified below. (b) Another view of the data (right) and the same view of the
mesh generated by Marching Cubes [22]. Note that the mesh is disconnected in
the thin region. (c) The mesh generated by the restricted Delaunay triangulation
of only edge and grid points. Blue facets have a grid point as at least one of their
vertices. This point set is still not sufficient to produce a Delaunay-conforming mesh.
(d) The mesh generated by addition of sample points of Σ. The topology is now
recovered (Property I). (e,f) Geometrical refinement for progressively smaller value
of ε. (g) Even in the magnified portion of the thin region, the triangles approximate
the geometry nicely (Property II). (h) All the points involved in construction of the
mesh including grid points (blue), edge points (green), and new points added by
the algorithm (red). Observe that in order to recover the topology and reduce the
geometric error in the approximation, many surface sample points are added to the
point set.

Our goal is to find an algorithm to solve the following problem. The input
to the algorithm is a rectilinear sampling of a bounded domain of an unknown
scalar function F . The rectilinear grid need not be uniform; it may be adaptive
as in the case of an octtree. The user then specifies a local interpolant to
generate a level set approximation for any isovalue v; we use Σ to denote this
level set of the interpolating function. Since the function F is unknown, we
must assume that the local interpolant produces a good approximation of the
function F within each cell of the grid. Our algorithm is general enough to
use any local interpolant, however, in our experience, a trilinear interpolant
is the most natural choice.

Our goal is construct a mesh in an efficient manner such that the following
properties hold:

I Topological Guarantee: M is homeomorphic to Σ.
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II Geometrical Guarantee: The Hausdorff distance from M to Σ is within
a user-specified bound ε.

III Delaunay Conformity: M is a subcomplex of the Delaunay triangula-
tion of the vertex set of M .

IV Adaptivity: The user can decimate part of the volumetric data and still
preserve properties I, II, and III.

Once a surface M is generated that is Delaunay conforming, it is possible
to improve the mesh quality by applying any Delaunay refinement algorithm.
We detail such an algorithm in Section 4.1. Figure 1 visually illustrates a
toy data set (a), the failure of a typical isocontouring method, in this case
Marching Cubes, in reconstructing the level set (b), generation of the correct
topology by our algorithm (c-d), geometric refinement (e-g), and the final
Delaunay-conforming surface sample (h).

At this point, we emphasize the novelty of our approach. Although there
exist algorithms which can be applied to solve the problem as stated, such
algorithms are devised in a more general setting and thus do not exploit the
natural structure of the volumetric data. Our approach has a number of unique
advantages over its predecessors. As part of the algorithm, we collect some
of the grid points around Σ and use them to build a Delaunay conforming
mesh efficiently. Once the surface mesh is created and forced to conform to
the Delaunay triangulation of the point set, these grid points can either be
removed or used to construct an interior or exterior tetrahedral volume mesh.

Additionally, as a result of noise in the input data or a poor choice of the
isovalue v, there may exist topological anomalies in the surface Σ. In mesh pro-
cessing literature, such anomalies have been referred to as “topological noise”
[26, 4]. The term “noise” indicates undesirable features of small geometric
size that prevent the mesh from being used for further processing. Methods
have been developed to remove such artifacts provided that the point sam-
ple of Σ is sufficiently dense near the anomalies; our method guarantees this
density. Therefore, the output mesh M can be applied without any further
refinement to any point processing algorithm that uses prior Delaunay-based
reconstruction of geometry to detect and selectively remove these topological
features.

Finally, algorithms involving volumetric data and meshes often become
computationally demanding due to the large size of data sets. The adaptivity
of the algorithm (property IV) provides one way to ease calculations by down-
sampling less important regions of the volumetric data.

2 Prior Work

Mesh generation techniques have received significant attention in the past two
decades. Two works in particular, one by Chew [12] and one by Edelsbrunner
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and Shah [15], have spawned important and relevant results in the field. We
will address the prominent successors of each of these works and compare the
relative advantage of our approach.

Chew provided one of the first meshing algorithms for curved surfaces
with provably good geometry in [12], although the algorithm as stated in
the paper could not guarantee topological correctness. Boissonnat and Oudot
showed how Chew’s algorithm can be applied to produce a dense sample of
Σ and subsequently mesh it. Oudot, Rineau and Yvinec recently improved
that method by including sliver exudation, that is, the process of removing
tetrahedra with very small dihedral angles from a mesh [24]. Alliez, Cohen-
Steiner, Yvinec and Desbrun have also adapted the method to produce nicely
graded meshes, i.e. meshes where the tetrahedra vary in size gradually based
on their distance to the surface [1].

Separately, Edelsbrunner and Shah established a criterion called the closed

ball property for ensuring that a mesh is Delaunay conforming [15]. We explain
the closed ball property in Section 3. Recent work by Cheng, Dey, Ramos, and
Ray uses this property to provide a method for constructing Delaunay con-
forming meshes that avoids the need to estimate local feature size [9]. This is a
significant development as approximating local feature size is computationally
expensive and not always numerically robust. Cheng, Dey and Ramos have
extended this strategy for piecewise smooth complexes [10]. Very recently, Dey
and Levine [14] have given a two phase algorithm to mesh isosurfaces from
imaging data.

All of these approaches to mesh generation are useful, however, they all
rely on an oracle to know whether an arbitrary ray intersects the surface Σ.
The implementation of such an oracle becomes computationally prohibitive
when applied to piecewise interpolated surfaces. For example, a common data
set size is 1003 vertices, meaning there exist 1003 functions in the piecewise
decomposition. Thus, a single ray may pass through over a hundred separate
function domains, making intersection calculations expensive. As we detail in
Section 4.2, a major advantage of the algorithm presented in this paper is
that we take advantage of the original rectilinear scaffolding from the data to
substantially reduce the computational overhead required.

Our work also improves upon existing methods for isosurface construc-
tion. Many well-known techniques exist for isosurfacing including marching
cubes [22], active snakes, dual contouring [28], and higher order interpolation
[6]. A variety of approaches have also been developed to provide hierarchical
isosurface extraction and interior meshing [27, 17, 18]. Shewchuk and Labelle
recently provided a straightforward isosurfacing and stuffing algorithm with
good quality tetrahedra [19]. Relatively few works, however, take into account
the effect of a trilinear interpolant within each grid cell [23, 11, 21]. Attali
and Lachaud gave an algorithm for construction of Delaunay conforming iso-
surfaces [2]. Their method, however, relies on a specific rule established by
Lauchaud in [20] that does not accommodate interpolation within grid cells.
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Further, none of these techniques generalize easily to data that is sampled
adaptively or to arbitrary interpolants.

3 Background

The Voronoi and Delaunay diagrams of a point set P , denoted VorP and
DelP respectively, play an important role in the computations involved in
this paper. Due to page limitations, we do not go into the detail of their
construction and refer the reader to any standard computational geometry
textbook, e.g. [13].

Given a point set P chosen from the same space in which Σ is embedded,
the restricted Delaunay triangulation of P , denoted DelP |Σ , is defined to be
the set of Delaunay objects of DelP whose dual Voronoi objects have non-zero
intersection with Σ. If P is chosen in a way that respects the structure and
local feature size of Σ, DelP |Σ will be a mesh with the desired properties.

Edelsbrunner and Shah gave a sufficient criterion called the closed ball

property [15], sometimes referred to as the topological ball property, for DelP |Σ
to be homeomorphic to Σ. A Voronoi object V of dimension k satisfies the
closed ball property if V ∩ Σ = ∅ or V ∩ Σ is homeomorphic to a closed ball
of dimension k−1. Accordingly, a point set P is said to satisfy the closed ball
property if every Voronoi object of VorP satisfies the closed ball property.
Using the notion of transversality as defined in [16], their criterion can now
be stated precisely.

Theorem 1. [15] If Σ intersects each Voronoi object of Vor P transversally

and VorP satisfies the closed ball property, then DelP |Σ is homeomorphic to

Σ.

We will show in Section 4 that our algorithm produces a mesh satisfying the
closed ball property. This ensures that the mesh is Delaunay conforming (prop-
erty III from Section 1) and, by the theorem, that the mesh is homeomorphic
to Σ (property I).

4 Algorithm

In this section, we describe the algorithm, analyze its efficiency and present
some simplifying results for a specific choice of local interpolant. Figure 2
shows an overview of the process in two dimensions.

4.1 Algorithm Description

Our algorithm is motivated primarily by the work of Cheng et al. in [9] who
build a Delaunay conforming approximation of the level set of any general
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Fig. 2. A 2D example using bilinear interpolation of Σ demonstrating the impor-
tance of the closed ball property. (a) Grid points (dark blue) and edge points (light
blue) relevant to our algorithm are shown. Note that in the 3D case we form a layer
of grid points twice as thick. (b) A portion of the Voronoi diagram is shown in red
and a location where the closed ball property is violated is circled. (c) Since the
closed ball property is violated, the restricted Delaunay diagram (black) has incor-
rect topology in the circled region. (d) Red points are inserted where the closed
ball property is violated and the restricted Delaunay graph is formed (black). (e)
By including those grid points interior to Σ, we efficiently produce an interior mesh
that does not alter the Delaunay conforming surface mesh.

implicit function. Since our problem is focused on locally interpolated func-
tions, we take advantage of the natural scaffolding of the input grid to sub-
stantially improve the computational efficiency of the algorithm. Moreover,
we also show that once the Delaunay conforming surface mesh is extracted,
it is quite straightforward to build a tetrahedral volumetric mesh of good
quality. We call the algorithm for extracting a surface mesh DelSurfMesh
and the extension to build a Delaunay tetrahedral interior or exterior mesh
DelVolMesh.

In [9], the authors start with a small sample of points lying on the surface to
be meshed. They keep refining the mesh until its vertex set satisfies the closed
ball property, thereby providing a Delaunay conforming mesh homeomorphic
to Σ. To ensure that a point set P satisfies the closed ball property, it is
necessary to check the intersection of Σ with each Voronoi edge, facet, and
cell of Vor P . While checking intersections is a computationally expensive task
for a general implicit function, it is even more burdensome for the case of a
piecewise locally interpolated function as given in our problem. For example,
to determine if a certain Voronoi edge intersects Σ more than once, it is
necessary to search all voxels containing any subset of Σ which are stabbed
by the Voronoi edge, as Voronoi edges may be incident upon many voxels.
Matters become worse for Voronoi facets or cells which may touch large regions
of the domain.

It is in regards to this difficulty that our approach becomes significant.
We exploit the “gridded” nature of the input data set to put O(1) bounds
on our intersection calculations. To start, we construct an initial sampling by
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computing all the points where a grid edge intersects Σ. These points serve
as the initial sampling of Σ. However, if we compute the Voronoi diagram of
these E points alone, the Voronoi cells can intersect an arbitrary number of
voxels, meaning we will still have trouble verifying and enforcing the closed
ball property. To circumvent this problem, we compute a protective layer of
grid points near Σ which we denote G. The selection of G traps Voronoi cells
of E points into a few voxels. As the algorithm progresses, it adds more points
to the existing samples and the nature of the insertion process ensures that
the Voronoi cells of these new points are also trapped in a constant number of
voxels. We derive bounds on the size of Voronoi cells of the initial samples and
the new points for uniform and non-uniform rectilinear gridding (Octtree) in
Section 4.2.

We now give the pseudocode of the algorithm DelSurfMesh and describe
the specifics of the steps subsequently (Figure 3).

DelSurfMesh(Σ)
1 Compute the point set E sampling Σ.
2 Compute the protective layer G of grid points.
3 Compute the Voronoi and Delaunay diagrams of E ∪ G.
4 Insert new sample points (N) repeatedly until Vor (E ∪ G ∪ N) satisfies

closed ball property.
5 Output the Restricted Delaunay triangulation Del (E ∪ G ∪ N)|Σ .

Fig. 3. Pseudo-code of the DelSurfMesh algorithm.

We have already described how we choose the initial set of points on (E)
and near (G) the surface Σ. The next task is to ensure that the closed ball
property holds for the set of points. For a general interpolant within every
grid cell, we employ the method given in [9]. For completeness, we briefly
describe how the closed ball property can be violated and what measures are
to be taken. This process is thus divided into three sub-steps CBP VE for
Voronoi edges, CBP VF for Voronoi facets, and CBP VC for Voronoi cells.
As we show in Section 4.3, one can simplify this process considerably further
if the typical trilinear interpolant is used, thereby improving the robustness
and efficiency of the algorithm.

• CBP VE: A Voronoi edge V E violates the closed ball property if it in-
tersects Σ in more than one point. If this occurs, the intersection point
which is farthest from the Delaunay triangle dual to V E is inserted into
the triangulation.

• CBP VF: A Voronoi facet V F violates the closed ball property if it inter-
sects Σ in more than one component or if the intersection includes a closed
loop in the interior of V F . In either case, the intersection point farthest
from the Delaunay edge dual to V F is inserted into the triangulation.

• CBP VC: A Voronoi cell V C violates the closed ball property if it in-
tersects Σ in more than one component, if the intersection includes an
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isolated component of Σ inside V C, or if the intersection includes a sur-
face of positive genus with one or more disks removed.

Fig. 4. Top row shows three samples scenarios where the closed ball property is
violated for a Voronoi Edge (left), Voronoi Facet (middle) and Voronoi Cell (right).
The bottom row shows the cases where the closed ball property is satisfied for
Voronoi objects of the corresponding dimension (in the top row).

Note, the above properties are to be checked in the order given. Once a
violation is detected, a new point is inserted into the existing Delaunay tri-
angulation, the triangulation is updated, and the processes must begin again.
Figure 4 shows different situations that can arise in this context.

Mesh Refinement

Although the topology of M is now correct, it may be possible that the geom-
etry of M is not approximated sufficiently for an application purpose. Hence,
we allow a user input ε and refine M as follows. For each Voronoi edge V E
that intersects Σ, we compute the unique point p ∈ V E ∩ Σ and the cir-
cumcenter c of the dual Delaunay face to V E. If the distance between p and
c is more than ε, we add p to the vertex set and regenerate the restricted
Delaunay mesh. Every Voronoi edge dual to a restricted Delaunay facet is a
normal approximation to Σ locally meaning the distance between p and c is
an upper bound for the Hausdorff distance from Σ to the restricted Delaunay
mesh. Hence, this process will yield a mesh satisfying property II.

In our current implementation, we maintain the 3D Vor/Del diagram of
the point set throughout the process. Very recently, it was shown by Dey and
Levine that this is not necessary [14]; one can recover the geometry while
manipulating only the 2D mesh data structure of the surface, as long as there
are enough points sampling a topologically correct approximation of Σ.
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Tetrahedral Meshing of Interior/Exterior

At this stage, we have an accurate mesh approximation of the level set both
topologically and geometrically. Since the mesh is already embedded in a
Delaunay mesh that includes some grid points, we already have a tetrahedral
mesh of both the interior and exterior of Σ. In order to improve the quality
of the mesh elements, we use the algorithm DelVolMesh defined as follows.

Without loss of generality, we describe how DelVolMesh is used to gen-
erate a tetrahedral mesh of the interior of Σ. The input to DelVolMesh is
Del (G ∪ E ∪ N), the volumetric mesh generated from DelSurfMesh. Note
that Del (G∪E∪N) has the output of DelSurf Mesh, Del (G∪E∪N)|Σ , as
a subcomplex. We form a set G′ of all grid vertices of the original rectilinear
scaffolding which have function values less than the isovalue and do not belong
to G. These points are distributed through the interior of Σ evenly (or evenly
relative to an adaptive gridding) and we add them to the Delaunay mesh of
the volume.

Here, our protective layer of grid points is crucially important. As we add
the points of G′, some triangles of the Delaunay mesh will necessarily change
but the Delaunay triangles among surface points (E and N vertices) will be
unaffected. This is a direct consequence of the fact that a point of G′ is, by
construction of G, closer to points of G than to points of E ∪ N . Therefore,
Del (E ∪ N ∪ G ∪ G′) will still have M as the restricted Delaunay diagram.
By throwing out the points of G exterior to Σ, we are left with a tetrahedral
mesh of the volume with good quality tetrahedra and a Delaunay conforming
surface mesh. The 2D analogue of DelVolMesh is shown in Figure 2 (d)
and (e).

4.2 Efficiency

Since our algorithm uses the natural structure of the rectilinear input data
to construct Voronoi and Delaunay diagrams, we are able to provide two
important results that reduce the computational burden. We state and discuss
the significance of each one.

Theorem 2. There is an O(1) bound on the number of voxels that a Voronoi

cell of an E or N point may intersect. In the case of uniform rectilinear

gridding with voxels that are cubes, this bound is four voxels.

Proof. We prove the following lemma for the simplest case in 2D which will
be the crux of the argument for the proof of the more general cases.

Lemma 1. For data given on an equally spaced 2D grid, the Voronoi cell of

an E point is bounded within two pixels.

Proof. Let e ∈ E lie on the edge ε be between grid points g1, g2 ∈ G and let
V C(e) be the (2D) Voronoi cell defined by e. There exist two lines perpen-
dicular to ε, one passing through the midpoint of g1 and e and one passing
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through the midpoint of g2 and e. By definition, V C(e) is necessarily con-
tained between these two lines which bounds V C(e) to a single column of
pixels.

Now consider one of of the two pixels containing both g1 and g2. Denote
its other vertices as g3 and g4. Let s denote the side length of a pixel. Then
both ||e−g3|| > s/2 and ||e−g4|| < s/2. For any point f on the edge between
g3 and g4, observe that ||f − g3|| ≤ s/2 or ||f − g4|| ≤ s/2. Therefore, each
point on the edge between g3 and g4 is closer to one of those grid points than
it is to e, and hence cannot belong to V C(e). This bounds V C(e) to the two
pixels containing ε, proving the lemma. A picture version of this proof appears
in Figure 5a. �

(a) (b) (c)

g1

g1 g2

g2

g3g3
g4g4

e
e

s s2

Fig. 5. (a) A picture proof of Lemma 1. The Voronoi cell of the edge point e must lie
in the shaded region bounded by the solid lines (green). By symmetry, this restricts
the Voronoi cell to a two pixel range. (b) A picture proof of Theorem 2 in the general
2D case. Here, each pixel has dimensions s1 by s2 with �s1/s2	 = 3. By symmetry,
the Voronoi cell of e is restricted to a six pixel range. (c) A Voronoi cell of an edge
point in 3D, visibly contained within four voxels.

Continuing with the 2D case and the same notation, suppose that each
pixel is a rectangle with side lengths s1 and s2. Suppose ε has length s1. As
in the proof of the lemma, we can immediately restrict V C(e) to a column
of pixels. Consider only the range of 2�s1/s2� pixels closest to ε. This range
contains the two squares of side length s1 with ε as one edge. Therefore, we
may repeat the analysis in the proof of the lemma using the corners of this
range instead of the corners of the pixel. Hence, V C(e) is bounded within
2�s1/s2� pixels. Figure 5b shows a simple example.

Now consider the 3D case where each voxel has dimensions s1, s2, and s3

and again assume e ∈ E lies on the edge ε with side length s1. There are two
planes perpendicular to ε which bounds V C(e) to a flat grid of voxels. In either
of the two rectilinear dimensions of this grid, we apply the same analysis as
above to conclude that V C(e) intersects at most 2(�s1/s2�+ �s1/s3�) voxels.
Note that this constant reduces to 4 when s1 = s2 = s3.

The proof for points of type N is similar. Finally, we note that as we add
more E and N points to the diagram, the Voronoi cells can only get smaller.
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Therefore, the presence of other E or N points in the diagram is irrelevant to
the bound. �

Theorem 2 has significant implications for solving the ray intersection
problem discussed in Section 2. A priori, Voronoi cells may touch an arbi-
trary number of voxels which cause an explosion in computational time when
checking if the closed ball property is satisfied. With Theorem 2, the compu-
tational time can be bounded in advance.

Notably, the actual bound depends on the gridding scheme of the input,
not the choice of interpolant. Accordingly, the width of the protective layer
of grid points collected during the algorithm depends on the gridding scheme
as well. For the case of adaptive gridding in an octtree construction, the user
must require the “level difference” between two adjacent cells to be no more
than some fixed number k. Given k, a loose bound on the number of voxels
a Voronoi cell of an E or N point may intersect is 4k2, as an edge is incident
on at most k2 cells in each of the other two orthogonal direction. This bound
may be improved to 4 for E points and 3k + 1 for N points by considering
limiting cases and using the convexity of Voronoi cells.

We have inserted the G points in order to decrease computations required
to check the closed ball property, however we have increased the complexity of
the Voronoi and Delaunay triangulations themselves. By Theorem 3 below, the
new edges and facets formed by the addition of these G points do not add any
significant burden to the closed ball property confirmation process. Further,
these facets and edges are used in the algorithm DelVolMesh described in
Section 4.1.

Theorem 3. Let V F be a Voronoi facet formed between two grid points and

V E a Voronoi edge formed among three grid points at any point in the algo-

rithm. Then V F ∩ Σ = ∅ and V E ∩ Σ = ∅.

Proof. It suffices to prove the theorem for E points, since the addition of N
points only makes existing Voronoi elements smaller. First we treat the 2D
case. Consider a pixel with grid points g1, g2, g3, g4 and two edge points p and
q. (If the pixel has more (four) or fewer (zero) edge points, the theorem is
vacuous.) The edge points may occur on adjacent or opposite edges of the
pixel, as shown in Figures 6 a and b, respectively. We consider the adjacent
case first and suppose that the edges on which p and q lie intersect at g4. Let
R denote the region bounded by the rectangle formed with p and q as opposite
corners (the shaded yellow regions of Figure 6). Note that Σ ⊂ R since we
have chosen a bilinear interpolant. Hence, it suffices to show that the Voronoi
edges formed between g1, g2 and between g1, g3 do not intersect R. If x is a
point on the Voronoi edge between g1, g2 then by definition ||x−g1|| = ||x−g2||
and ||x − z|| ≥ ||x − g2|| for all z ∈ G ∪ E − {g1, g2}. However, if x ∈ R then
||x − q|| < ||x − g2||, based on the labelling of Figure 6a. Hence, the Voronoi
edge between g1, g2 cannot intersect R. Similarly, the Voronoi edge between
g1, g3 cannot intersect R, proving this case. The case where p and q lie on
opposite edges is similar.
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The proof for the 3D case is analagous to the 2D case. It suffices to prove
the claim for a closed Voronoi facet between two grid points g1, g2 as this
includes the relevant Voronoi edges. Consider just one of the voxels into which
this facet extends. In each of the rectinear directions away from the g1, g2

edge, there exists a closest point of E. Taking these two E points and the
g1, g2 edge, we uniquely define a box. Using the definitions of the Voronoi
diagram construction, we can similarly show that Σ lies outside of the box
and the Vornoi facet lies inside it, thereby proving the theorem. �

(a) (b)

g1g1 g2g2

g3g3 g4g4

p

p

qq

Fig. 6. Proof of Theorem 3 in the 2D case. We show that Σ lies entirely inside
the shaded yellow region, while the Voronoi edges formed between two grid points
necessarily lie outside of it.

4.3 Simplifying Results

Thus far, we have addressed how the inclusion of the grid points G reduces
computational overhead. We now examine how particular choices of the in-
terpolant can further ease the calculations. First we consider the process
CBP VF. If V F ∩ Σ �= ∅, then the intersection is a compact 1-manifold
by the transversality assumption. All compact 1-manifolds are homeomorphic
to a finite collection of line segments and circles and we distinguish between
the case of no circles and at least one circle. If no circles exist, the closed ball
property is violated if and only if more than two edges of the facet intersect
Σ which is easy to check.

If at least one circle occurs in the intersection of Σ and a Voronoi facet,
calculations can become more subtle. In the case of trilinear interpolation,
these types of intersections do arise in two fashions. First, there exist con-
figurations of relative function values that produce a tunnel topology inside
a single voxel, for example, Case 13.5.2 as defined in [21]. In some cases, a
Voronoi facet will pass through the entire tunnel, causing an interior loop in
its intersection with Σ. In this case, we can detect the topology of the cell by
the function values and add the “shoulder points” as described in [21]. The
shoulder points are positioned so that the Voronoi diagram breaks these inte-
rior loops on Voronoi facets, thereby easing calculations. Alternatively, it may



5A.4 Efficient Delaunay Mesh Generation from Sampled Scalar Functions 507

occur that the interior loop of a Voronoi facet passes through multiple voxels,
which still provides some difficulties. We conjecture that this phenomenon
happens only if the interpolated function is non smooth at a voxel edge or
vertex and are working to simplify this problem.

Now we turn to CBP VC. For this process, use of the trilinear interpolant
provides much stronger results to simplify calculations. First, if Σ intersects
a Voronoi cell, the intersection manifold must have a boundary component by
the following Theorem.

Theorem 4. If each facet of a Voronoi cell V C has empty intersection with

Σ and Σ is defined by a trilinear interpolant, then V C∩Σ = ∅. That is, there

cannot be a component of Σ entirely inside a single Voronoi cell.

Proof. The trilinear interpolation method precludes the existence of isolated
surface components within a single voxel. Therefore, every component of Σ
has a point of G in its interior and hence is sampled by at least six points of
E, corresponding to the six rectilinear directions. Thus, each component of Σ
intersects at least six Voronoi cells. A similar proof holds if the data is not
given on a rectilinear grid. �

Therefore, the process of checking the closed ball property for a Voronoi cell
is reduced to checking if the intersection along the facets of a cell is a single
closed curve (or empty). A priori, the possibility remains that the intersection
surface is a manifold of positive genus with a disc removed. Detection of such
cases has been discussed in detail in [9]. However, if our algorithm is applied
in the common case of trilinear interpolation with voxels that are cubes, these
difficult cases can also be excluded, leading to a much simpler algorithm.

Theorem 5. Let V C be a Voronoi cell whose facets and edges satisfy the

closed ball property and let Σ be defined by a trilinear interpolant on a uniform

grid with voxels that are cubes. Then the closed ball property is satisfied for

V C if and only if V C ∩ Σ has a single boundary component.

Proof. It suffices to exclude the minimum case where V C ∩ Σ is homeomor-
phic to a torus with a disc removed. To generate such a surface by trilinear
interpolation on a grid of cubes requires more than four voxels since the in-
tersection of Σ with a voxel face cannot contain closed loops. By Theorem 2,
the surface therefore intersects more than one Voronoi cell. �

5 Implementation and Results

We have used CGAL [8] to build and maintain the Voronoi and Delaunay
diagram of the point set. We also needed to compute the intersection of a ray
with the surface Σ inside certain voxels; for this task, we have used another
publicly available library called SYNAPS [25].



508 Samrat Goswami, Andrew Gillette, and Chandrajit Bajaj

As described in the problem statement in Section 1, only the parameter ε is
needed to run the algorithm on a given data set. This input dictates the desired
upper bound on the Hausdorff distance between the surface approximation M
and the interpolated surface Σ. Given this parameter, we reduce the amount
of computation needed by snapping some of the points of E in the following
manner. If there exist points g ∈ G and e0, e1, e2 ∈ E such that the ei are on
grid edges incident to g and d(g, ei) < ε for i = 0, 1, 2, we snap the three ei

points onto the common point g. Since all ei points are within ε distance of
the grid point and Σ passes through each ei, the closet point of Σ to g cannot
be more than ε away, which is within the user specified limit of tolerance.

Fig. 7. Performance of the meshing algorithm. The top row shows the geometry,
surface mesh, a closeup on the surface mesh and a cut-away of the volumetric tetra-
hedral mesh for 1CID. The second and the third rows show the same for 1MAG
and Bone, respectively.

Although we have reduced the complexity of the ray-surface intersection
problem as describe in Section 4, we still have to compute it for a constant
number of voxels for every Voronoi edge. This was accomplished by param-
eterizing the Voronoi edge segment between two Voronoi vertices p0 and p1

with a real number t. Inside every candidate voxel, we then detect the in-
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tersection points of the segment with the interpolating polynomial function
using the Algebraic solver available in the library SYNAPS. If an intersection
point lies inside the corresponding voxel, we consider it as a valid intersection.

The performance of the algorithm on biological entities at various scales
is shown in Figure 7.

The 1CID data set was obtained via blurring the coordinates of the atoms
available from the Protein Data Bank (PDB) [7]. The resulting 3D scalar
volume represents the electron density of the protein molecule T Cell Surface
Glycoprotein CD4 . The goal in this case is to extract a well-sampled Delaunay
conforming surface mesh so that one can analyze the secondary structure using
the unstable manifolds of the index 1 and index 2 saddle points of a suitable
distance function [5].

1MAG, shown in the second row of Figure 7, is the PDB entry of the
ion channel Gramicidin A, obtained from soil bacteria Bacillus brevis. The
molecular surface has many tunnels as shown in the left most sub-figure in
the second row. However, only the tunnel in the middle is topologically sig-
nificant as it is important to preserve the property of the ion channel. Once
the isosurface has been extracted, it is therefore necessary to remove all the
other tunnels and preserve the main tunnel. The algorithm for such removal
of topological features has been described in [4] which relies on a Delaunay
conforming isosurface in order to detect and remove unwanted topological
features.

Finally, Bone data is shown in the third row of Figure 7. This data set is
provided by our collaborator from the University of Rome. The goal here is
to mesh the internal bone structure for stress-strain analysis.

The size of the 1CID volume data set is 1283. It took 1 second to build
the initial triangulation, 45 seconds to enforce the closed ball property, and
35 seconds to recover the geometry for ε = 0.00001. The size of the 1MAG
dataset is 1283. It took 1.5 seconds to build the initial triangulation, 20 seconds
to enforce the closed ball property, and 28 seconds to recover the geometry for
ε = 0.00001. The size of the Bone dataset is 643. It took 5 seconds to build
the initial triangulation, 65 seconds to enforce the closed ball property, and
89 seconds to recover the geometry for ε = 0.0001. Note, the time taken to
mesh does not depend on the size of the volume data set since we were able to
enforce that the ray-surface intersection calculation is of constant complexity.
However, as the level set passes through more voxels, the number of points
(E ∪ G) increases and that increases the time complexity of the algorithm.

6 Conclusion

We have presented an improvement over traditional level set meshing ap-
proaches. In particular, we claimed that the isosurfaces extracted via well-
known approaches such as marching cubes or dual contouring are not suitable
as they not only fail to capture the topology in a provable manner but also do
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not produce sufficient samples for the extracted approximation to be embed-
ded in the Delaunay triangulation of the sampled set of points. On the other
hand, there are elegant approaches for meshing general implicit surfaces, yet
these algorithms suffer from the computational overhead of computing the
intersection of a ray and the level set. Typically, the level set of a sampled
scalar function is approximated via a number of piecewise interpolating func-
tions and therefore finding the intersection of a ray with the level set requires
a large number of checks. In light of this, we have presented an algorithm
which not only overcomes the sampling issue of traditional isosurfacing tech-
niques but also adopts a well-known provable algorithm [9] for generating a
good sample of the isosurface efficiently. We have also shown that for the
commonly used trilinear interpolant, many of the difficult cases that arise in
implementation of the algorithm can be avoided, thereby improving numerical
robustness.

P1P1

P2P2

P3

P3

P4

P4

Fig. 8. Data may be partitioned to run the algorithm in parallel. In this 2D example,
the voxels indicated by the Pi are to be processed. One can send data from each Pi

voxel to a separate processor, along with the collar of protective voxels around it
indicated by the same color shading. Two iterations are shown.

Scope

As noted earlier, the scope of this algorithm is immense. First, we have not
assumed any particular interpolation scheme in order to prove that we need
to check only a few voxels when detecting ray-surface intersection. Therefore,
it is possible to extend the algorithm to any higher order interpolant, for
example cubic A-patches [3]. Second, adaptive sampling of the scalar function
poses no problem to this algorithm as explained previously. Finally, since
we exploit the local nature of the interpolated surface Σ, the algorithm can
easily be parallelized which is especially important for the large data sets
often used in the multiscale biological models we have discussed. Figure 8
indicates how a data set might be partitioned to speed up computational
time the analogous 2D case. The different colored pixels marked with Pi can
be processed concurrently on separate processors as the Voronoi cells of the
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E and N points in those pixels are guaranteed to be inside the protective
collar of surrounding pixels. We note that not all pixels can be processed
concurrently as the protective collars must be non-overlapping. However, by
iterating the process, the most difficult computations can be done in parallel.

Limitations

One limitation of our algorithm is that it tends to generate more samples due
to the layer of G points that we use to restrict the search space. Therefore it is
necessary to apply adaptive sampling of the scalar function such that bigger
voxels are automatically created in regions of less detail and smaller voxels
in regions of high detail. By the results of Section 4.2, the efficiency of the
algorithm remains the same.

Future Work

The extracted mesh typically has a “gridding” artifact because of the influence
of the grid. Further, sometimes the uniformity of the grid causes it to be
over-sampled. Therefore, ideally, one would decimate the grid so that the G
vertices lie close to the medial axis after the isovalue is known. We plan to
develop a scheme for such an optimal placement of the grid vertices. Also,
the efficiency of the core computation requires a scaffolding structure. Hence,
once the Delaunay conforming surface mesh is extracted, it is not clear how
the surface can be decimated (if needed) by throwing away some of the grid
vertices, while still efficiently checking that the resulting (decimated) point
sample satisfies the closed ball property.
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